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Abstract

Generative language models gained an increase in popularity shortly after the introduction of the001
transformer architecture (Vaswani et al., 2017), which resulted in a fast increase in the number of002
model parameters. Currently, large language models contain billions of trainable parameters, which003
makes them power and cost inefficient. Large language models also require significant amounts004
of training data, which especially benefits well-resourced languages. To address these problems,005
parameter-efficient fine-tuning methods have emerged. Parameter-efficient fine-tuning methods006
aim to fine-tune generally pre-trained language models while training only a fraction of parameters.007
In the scientific and academic community, authors often compare with the current state-of-the-art.008
However, for the results to be relevant and trustworthy, both of the works (state-of-the-art and009
compared) must be reproducible. In our work, we present the methodology and the results of our010
replication study of a parameter-efficient fine-tuning method introduced in the paper ATTEMPT:011
Parameter-Efficient Multi-task Tuning via Attentional Mixtures of Soft Prompts. To replicate012
the results provided by the authors, we have conducted a series of experiments and we show that013
better-performing source prompts may contribute more to the overall results. We also point out a014
stability issue and provide examples of results that have a better score but are harder to replicate015
due to the randomness factors. Finally, we compare our results to the results provided by the016
authors and derive a conclusion based on a discussion.017

1 Introduction018

In recent years, generative language models have experienced a steady increase in popularity. After the019
introduction of the transformer architecture (Vaswani et al., 2017) for natural language processing, there020
has been a fast increase in the number of model parameters. The first widely-used transformer models021
contained millions of trainable parameters (e.g. BERT-Large having 340 million parameters (Devlin et al.,022
2019) and GPT having 117 million parameters (Radford et al., 2018)). Recent architectures contain023
billions of trainable parameters (e.g. GPT-2 having 1.5 billion parameters (Radford et al., 2019) and024
GPT-3 having 175 billion parameters (Brown et al., 2020)). With the rising trend of increasing the number025
of parameters to achieve better results, models often require a vast amount of computational resources026
for training. Besides their parameter hunger, large language models also require significant amounts of027
training data, which especially benefits well-resourced languages. The newest language models often028
perform sub-par for low-resourced languages, decreasing the exhibited trust in such models. Significant029
trust decrease is also caused by the loss of interpretability that correlates with the size of the newest030
language models.031

Consequently, there is a strong motivation in the natural language processing research community032
to decrease the number of trained parameters and the need for large amounts of training data, while033
maintaining the results on downstream tasks. To address these problems, parameter-efficient and data-034
efficient fine-tuning methods have emerged. Parameter-efficient fine-tuning methods aim to fine-tune035
generally pre-trained language models while training only a fraction of the model parameters. Data-efficient036
finetuning methods aim to leverage the power of large pre-trained models and try to adapt them to specific037
tasks or domains with only minimal amounts of training data. Many state-of-the-art parameter-efficient038
models have been shown also to require less training data, which is why both problems can often be039
alleviated with a single method (Yu et al., 2022; Gu et al., 2022).040

In the scientific and academic community, authors often compare with the current state-of-the-art.041
However, for the results to be relevant and trustworthy, both of the works (state-of-the-art and compared)042
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must be reproducible. This means, that by following the authors’ publication, we should be able to derive043
the same results as provided by the authors. In our work, we present the methodology and the results044
of our replication study of a parameter-efficient fine-tuning method presented in the paper ATTEMPT:045
Parameter-Efficient Multi-task Tuning via Attentional Mixtures of Soft Prompts (Asai et al., 2022).046

2 Related Work047

Language models. Recently, generative language models have experienced a breakthrough that started048
by introducing the transformer architecture (Vaswani et al., 2017), which was preceded by the introduction049
of novel methods in machine learning translation like Sequence to Sequence models and attention (Sutskever050
et al., 2014; Bahdanau et al., 2014). For natural language generation, the GPT (Radford et al., 2018)051
model was introduced. Shortly after, BERT (Kenton and Toutanova, 2019) architecture was introduced,052
replacing the bi-directional LSTM (Peters et al., 2018) with a bidirectional transformer architecture053
pre-trained to de-mask masked parts of a text sequence.054

Recently, with the introduction of large language models (Radford et al., 2018, 2019; Touvron et al.,055
2023a,b; Jiang et al., 2023), the number of model parameters has risen from millions of trainable parameters056
to billions. These models require large amounts of computational resources and large amounts of data to057
train.058

Large language models have also been trained to solve multiple natural language processing tasks. For059
example, authors of the T5 model (Raffel et al., 2020) pre-trained their model on a set of a multi-task060
mixture of unsupervised and supervised tasks. The T5 model is designed to solve text-to-text denoising061
problems by training on text-to-text format datasets with span corruption. Building upon T5 versatility,062
its improved version Flan-T5 (Chung et al., 2022) was introduced shortly after. Nevertheless, fine-tuning063
large language models (e.g. to perform in a multi-task setting) is also a parameter-heavy task, therefore,064
new methods of training have been introduced.065

Parameter-efficient fine-tuning. The core idea of parameter-efficient fine-tuning is to train a neural066
network model while backpropagating only over a small fraction of parameters. One of the first works067
towards more efficient fine-tuning of the language models was a work introducing sequential adapters068
(Houlsby et al., 2019), which are small trainable feedforward neural network modules, that are inserted069
into transformer architecture layers, while keeping the rest of the model frozen. Adapters and their070
variations (Pfeiffer et al., 2021; He et al., 2022; Chronopoulou et al., 2023) are still heavily used since they071
provide flexibility for multi-task problems (e.g. by training multiple adapters for each task separately and072
swapping between them on demand).073

Some parameter-efficient fine-tuning methods focus on the reparameterization of the original weights074
by introducing a smaller matrix that is then transformed into a bigger matrix that represents the δW075
that will be added to the base model weights. For example, the Intrinsic SAID (Aghajanyan et al., 2020)076
method uses a Fastfood transform to transform from the low-rank decomposing, but it is not that effective077
due to the high memory complexity of the Fastfood transform (Le et al., 2013). Building on top of the078
Intrinsic SAID method LoRA (Hu et al., 2021) introduced two separate matrices that form the resulting079
δW matrix. After the introduction of LoRA, other methods based on LoRA appeared. For example,080
QLoRA (Dettmers et al., 2023) uses quantization of model parameters to 4-bit NormalFloat and uses a081
paged optimizer to deal with the memory spikes.082

Another parameter-efficient fine-tuning method that adds modules to the base models is prompt-tuning083
(Lester et al., 2021). Prompt-tuning trains embeddings (in a separate embedding module) that are084
prepended to the input embeddings before inserting them into the base model. Prompt tuning requires085
only less than 0.01% of the original parameters to train the model to a specific task. In parallel with086
prompt-tuning, prefix-tuning (Li and Liang, 2021) was developed. Instead of prepending a single matrix087
of weights to the first layer, in prefix-tuning, a matrix is prepended to each separate layer of a transformer088
architecture. Therefore, it requires around 1% of the original parameters, still a relatively small number.089
These methods can be classified as soft prompt fine-tuning methods (Liu et al., 2023; Vu et al., 2022; Asai090
et al., 2022; Hambardzumyan et al., 2021; Wang et al., 2023), as they are fine-tuning parameter-efficient091
soft prompts (i.e., which are not made by humans, when compared to hard prompts). These methods092
provide more significant parameter reduction than some methods incorporating adapters but also sacrifice093
a portion of the model input context.094

Some recent works also focus on transferring soft prompt information like SPoT (Vu et al., 2022) and095
ATTEMPT (Asai et al., 2022). The SPoT method investigates the transferability of soft prompts on 160096
task combinations. ATTEMPT focuses on fine-tuning the model using prompt tuning on multiple tasks.097
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Figure 1: Diagram representing training process of the prompt tuning method. The blue color represents
components with frozen parameters and the red color represents components with trainable parameters.
The yellow color represents components without any weights (i.e. model inputs and outputs or utility
functions).

After training the source soft prompts for each source task, ATTEMPT then trains a target soft prompt098
to solve the target tasks using a trainable attention layer to incorporate the source prompts accordingly.099
This method comes from the idea that learning to solve different tasks may contribute to solving other100
tasks. ATTEMPT is still very parameter-efficient as it trains only 0.4% of the original model parameters.101

3 Replicated Methods102

We have divided the ATTEMTP parameter-efficient fine-tuning method replication into two main parts:103
1) the prompt tuning (Lester et al., 2021) replication, which we will use to train the source soft prompts104
and target soft prompts for prompt transfer, and 2) the ATTEMPT method replication. ATTEMPT is105
built on top of the prompt tuning and heavily relates to it. At the time of execution of this replication106
study, the prompt tuning parameter-efficient fine-tuning method is implemented in the publicly available107
parameter-efficient fine-tuning module (Mangrulkar et al., 2022). Regardless, we have decided to replicate108
the prompt tuning method, since we can build on it when implementing ATTEMPT. In this chapter, we109
will further describe both replicated methods.110

3.1 Parameter-Efficient Prompt Tuning111

The first parameter-efficient fine-tuning we will describe is prompt tuning (Lester et al., 2021). Prompt112
tuning is a parameter-efficient fine-tuning method that prepends a trainable embedding (prompt embedding)113
to the input embeddings to be forwarded as input to the base model. When training, the prompt embedding114
guides the language model to produce better results. Prompt tuning can therefore be seen as automatic115
prompt generation (which is also similar to adversarial reprogramming that can be seen in computer116
vision tasks (Elsayed et al., 2019)). This automatically trained prompt embedding is called a soft prompt.117

Soft prompts are often compared with hard prompts. Hard prompts are prompts, that are made118
by a human (prompt engineer) to improve the results of already trained language models without any119
weight updates. This comparison of soft prompts and hard prompts can sometimes mislead the reader120
as it suggests that soft prompts are interpretable and readable in human language. Interpretation of a121
soft prompt in human language is not straight forward as the prompt embedding is trained separately.122
Therefore it has its own set of tokens (indices of the embedding) which is not a subset of the base model123
tokens and, therefore cannot be detokenized to the base model’s vocabulary.124

In a text-to-text approach using T5 (Raffel et al., 2020) as a base model we can interpret the language125
model as a conditional probability Prθ(Y |X) where Y is a sequence of tokens conditioned by a sequence126
of input tokens X parametrized by models weights θ. Prompting is a method that incorporates creating a127
hard prompt P which is a set of tokens prepended to input tokens [P ;X]. Prompt tuning builds upon this128
idea and introduces parametrization of P with its weights θP . The conditional probability of generating129
Y is now Prθ;θP (Y |[P ;X]). T5 embeds the set of input tokens into a matrix Xe ∈ Rn×e where n is the130
length of the input token sequence e is the dimension of T5 embeddings. Prompt tuning represents soft131
prompts as a matrix of parameters P ∈ Rp×e where p is the length of the soft prompt.132

To gain a better overview of the prompt tuning parameter-efficient fine-tuning method, we provide a133
method diagram that can be seen in Figure 1. After the training, soft prompts include information about134
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the tasks that they were trained on. This can also mean that combining multiple soft prompts benefits in135
solving multi-task problems. The ATTEMPT method further builds upon this idea.136

3.2 ATTEMPT – Attentional Mixtures of Soft Prompts137

The ATTEMPT method takes advantage of the prompt tuning and builds on top of the method by138
introducing an attention module to create a mixture of pre-trained soft prompts based on how much139
they contribute to the result. The main hypothesis of the ATTEMPT method is when transferring the140
information from one soft prompt trained on a specific task, it can also contribute to solving other tasks,141
which is parallel to the language model transfer learning (e.g. model trained to summarize texts in the142
English language has already learned to understand the English language grammar and therefore can be143
trained easily to solve other English language tasks).144

ATTEMPT can be trained in multiple ways – in a single-task setting (training each dataset separately)145
and in multi-task training on multiple concatenated datasets with an option to share the attention module146
across multiple tasks. In both of these settings, ATTEMPT trains a set of target prompts for each147
task (i.e. in a single task setting and a multi-task setting without a shared attention module the number148
of target prompts is 1) and uses a set of soft prompts to calculate the addition to the target prompt.149
We will further describe each of these training settings in the following paragraphs. The overview of the150
ATTEMPT method can be seen in Figure 2.151

Single-task training setting. To train ATTEMPT in a single-task setting, we first need a set of152
pre-trained soft prompts (that authors call source prompts) and choose a soft prompt to initialize the153
target prompt (the target prompt can be also initialized with random weights, but authors used one of154
the pre-trained source prompts to initialize the target prompt). The target prompt is trained similarly to155
the prompt-tuning prompt (a matrix of parameters that is prepended to the matrix of input embeddings).156
What ATTEMPT does on top of that is to add a weighted sum of source prompts to the target prompt to157
produce an instance prompt. The weighted sum is calculated using attention scores from the attention158
module.159

Multi-task training setting. To train ATTEMPT in a multi-task setting, we can train the target160
prompt similarly to the single-task setting, but concatenate multiple datasets into a single training dataset.161
We can then train the target prompt on a single train set and evaluate it on multiple evaluation sets162
separately. Multi-task ATTEMPT can be also trained with a shared attention module for multiple tasks.163
This means that for each dataset, we have a separate target prompt identified by a task ID. We then164
assign a task ID to each dataset before training. During training, we then retrieve the right target prompt165
based on the task ID of the input data. The process of retrieving the right target prompt is depicted in166
Figure 3. After we retrieved the right prompts for every input in the batch, we can continue with the167
instance prompt calculation as mentioned in the single-task training setting. This will increase the overall168
trained parameters, but the usage of only a single shared attention module for multiple target prompts169
compensates for the increase.170

Attention module. The role of the attention module is to determine a score for the contribution of171
each source prompt based on the model input X, source prompts P , and the target prompts Ptarget.172
Since X ∈ Rn×e and Pj ∈ Rp×e have different sequence lengths, the attention module first does max173

pooling over the model input and source prompts to get X̂ ∈ Re and P̂j ∈ Re. After the max pooling of174

a sub-network G projects the input X̂ into the space of source prompts. The sub-network G consists of175
one downsampling fully connected input layer Hdown = WT

down(X̂) and one upsampling fully connected176
layer with a SiLU (Elfwing et al., 2018) non-linear activation function Hup = WT

up(SiLU(Hdown)). As an177
output layer, there is a layer norm layer Hout = LayerNorm(Hup) after the upsampling layer. Finally, the178

attention module computes the attention score aj by multiplying the P̂j and Hout and applies a softmax179
over the scores as follows.180

ATTEMPT also scales the attention scores with temperature T (Radford et al., 2021) to avoid making181
the attention over-confident. To calculate an instance prompt ATTEMPT adds a weighted sum to the182
target prompt as follows:183

Pinstance = Ptarget +

t+1∑
j=1

ajPj (1)184
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Figure 2: Diagram representing training process of the ATTEMPT method. The blue color represents
components with frozen parameters and the red color represents components with trainable parameters.
The yellow color represents components without any weights (i.e. model inputs and outputs or utility
functions). The dot sign operation represents prepending the instance prompt to the input embeddings.
The plus sign operation represents the addition of weighted average interpolation and target prompt from
eq. 1.

ATTEMPT (multi)

MNLI dataset

QQP dataset

XY dataset

...

task_id = 0

task_id = 1

task_id = n

If task_id == 1 Target prompt 1

if task_id == 2 Target prompt 2

if task_id == n Target prompt n

...

Figure 3: Diagram representing the process of target prompt selection when using shared attention across
multiple target prompts. The red color represents components with trainable parameters and the yellow
color represents components without any weights (i.e. model inputs and outputs or utility functions). The
purple color is to represent added information to datasets.
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Figure 4: Diagram representing the architecture of attention module. The blue color represents components
with frozen parameters and the red color represents components with trainable parameters.

Where Ptarget represents the task-specific part and the weighted sum represents a composition from185
different tasks that differs from different instances of the same task. As shown from eq. 1, the selection of186
1 + at+1 weights for the target task enables the ATTEMPT to use the knowledge from the target prompt187
when the knowledge from soft prompts is insufficient. These are some of the theoretical details from the188
ATTEMPT article, that we have built upon in the implementation phase of our replication study.189

4 Implementation190

Implementing the replicated method is an important part of our replication study. We implement the191
prompt tuning parameter-efficient fine-tuning method as well as the ATTEMPT parameter-efficient192
fine-tuning method. We use Python with deep learning modules (i.e. PyTorch, Transformers). All of our193
source code can be found in our GitHub repository1. Required Python packages are in the requirements.txt194
file. The original ATTEMPT implementation can be found in the authors’ repository2.195

The run.py script creates a PeftTraning object that contains all the information about a single196
training run and handles the data pre-processing and training in the run method. During the dataset197
pre-processing, each dataset has a specified preprocessor function (in tasks/tasks.py file) to transform198
data into text-to-text setting and a formater function to put the transformed data into seq-2-seq format.199
The ATTEMPT authors use the preprocessing available in the T5 implementation, but instead of using200
words for classification (i.e. entailment, neutral, contradiction), the authors used numbers for classification201
(i.e. 0, 1, 2). We suspect that this change may result in pre-trained T5 model sub-optimal performance3.202
However, to achieve similar results as ATTEMPT, we used the same preprocessing as the authors did.203
The datasets are then split into training, validation, and test sets. Large datasets (over 10k samples) have204
a validation set split into 1000 validation samples and the rest for the test set; the small datasets (less or205
equal to 10k samples) have a validation set split into two halves, which are validation and test sets. We206
have used seed 42 to match the authors’ seed for the dataset shuffle.207

The PeftTraning also creates a PeftConfig and initializes a pre-trained version of the T5 model (Raffel208
et al., 2020). The PeftConfig is then inserted into the get_peft_model method, which creates and initializes209
the PeftModel based on the config. The config contains the information about the type of task (in our210
case seq-2-seq language model) and the type of parameter-efficient fine-tuning method (in our case prompt211
tuning or ATTEMPT). We also implement save_pretrained, from_pretrained, forward and generate212
methods. Since we have decided to implement prompt tuning from scratch, we built a parameter-efficient213

1https://github.com/DisAI-Replication-Challenge/ATTEMPT
2https://github.com/AkariAsai/ATTEMPT
3We have also approached the authors to discuss this (and other) possible issues, but unfortunately, we did not receive an

answer at the time of writing this report.
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fine-tuning framework called CPEFT for Custom PEFT, which is a custom remake of Huggingface214
parameter-efficient fine-tuning module (Mangrulkar et al., 2022) that we took inspiration from.215

4.1 Prompt Tuning Implementation216

Prompt tuning introduces a new variable to set the length of the prompt to be prepended to the input217
and a new variable to set the initialization of the prompt. The prompt can be initialized with random218
numbers, with random embeddings from the model vocabulary, and with single or multiple pre-trained219
prompt embeddings. During initialization, the prompt encoder Pytorch module is created and appended220
to the base model. The prompt encoder for the seq-2-seq language model is initialized with double the221
size of the prompt since the seq-2-seq architecture consists of two separate networks. This is the behavior222
presented in the Huggingface parameter-efficient fine-tuning module (Mangrulkar et al., 2022), but it does223
not match the implementation from the original prompt tuning paper (Lester et al., 2021). We have224
decided to use the Huggingface parameter-efficient fine-tuning behavior and just halve the size of the225
prompt encoder embeddings in configurations.226

During the forward or generate of the model the method get_prompt is called. This method calls the227
forward function of the prompt encoder which returns the whole embedding matrix of the prompt encoder.228
This matrix is returned for each data in the batch and prepended to the input embeddings. After that,229
the result is inserted into the forward function of the base model. This implementation does not require to230
override of the original backward method or backpropagation calculation. During the saving and loading231
of pre-trained PeftModel, only the prompt encoder embeddings are saved, and loaded.232

We train the source soft prompts individually for the SQuAD (Rajpurkar et al., 2016), SST-2 (Socher233
et al., 2013), QQP, QNLI (Wang et al., 2018), MNLI (Williams et al., 2018), and ReCoRD (Zhang et al.,234
2018) datasets. The training is set for 5 epochs and a single run with evaluation after each epoch. Weight235
decay for the AdamW optimizer is set to 1× 10−5 with a linear scheduler with 500 warmup steps and a236
learning rate of 3× 10−1. The size of all soft prompts is 100. We use a maximum target length of 128 and237
a maximum input length of 512 for SQuAD and 256 for others.238

4.2 ATTEMPT Implementation239

The ATTEMPT method implementation includes an initialization of the prompt encoder with single or240
multiple pre-trained prompt embeddings, based on whether to train ATTEMPT in a single-task setting241
or multi-task setting. When initializing the ATTEMPT method, the prompt encoder and the attention242
module are created. The attention module consists of the sub-network module and the process of creating243
attention scores similar to the diagram in figure 4. The instance prompt is then created in the forward244
method of the PeftModel module.245

The only difference in multi-task ATTEMPT is in the prompt encoder initialization and prompt246
fetching. While the single-task prompt embedding was just a single embedding, in the multi-task setting247
there is a ModuleList of embeddings for each task. Each embedding is then chosen based on the task248
IDs of the data. Similar to the prompt tuning, the instance prompt is then forwarded to the base model.249
During saving and loading of the model together with the prompt encoder embeddings also the attention250
module is saved and loaded.251

We train ATTEMPT on 8 datasets from the GLUE (Wang et al., 2018) benchmark and 5 datasets252
from the SuperGLUE (Wang et al., 2019) benchmark. We train datasets over 10k samples for 10 epochs253
and the rest of the datasets for 20 epochs. We conduct 3 runs for each training configuration, initialize the254
target prompt embeddings with source prompts trained on the MNLI dataset, and use all of our trained255
soft prompts as source prompts. Weight decay for the AdamW optimizer is set to 1× 10−2 with a linear256
scheduler with 500 warmup steps and a learning rate of 3× 10−1. The size of all soft prompts is 100. We257
use a maximum target length of 128 and a maximum input length of 348 for MultiRC and 256 for others.258
Another different setting from prompt tuning is that we pad the input to the maximum length of the T5259
input token sequence.260

The same settings are used in multi-task training except that we are using shared attention in every261
case. We are also not using a different learning rate for the attention sub-network and we are not using262
pre-trained weights for attention sub-network initialization.263
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dataset SQuAD SST-2 QNLI MNLI QQP ReCoRD avg.

Authors’ soft prompts 31.7 63.7 92 62.9 92.3 82.9 70.9
Our soft prompts 68.8 95.4 95.5 84.6 94.2 82.1 86.8

Table 1: Evaluation of soft prompts provided by authors and our trained soft prompts. We have used
accuracy for all of the datasets.

GLUE SuperGLUE

dataset MNLI QQP QNLI SST-2 STS-B MRPC RTE CoLA avg. Multi BoolQ WiC WSC CB avg.

ATTEMPT single 84.3 90.3 93 93.2 89.7 85.7 73.4 57.4 83.4 74.4 78.8 66.8 53.8 78.6 70.5
ATTEMPT multi 83.7 90.1 93.2 94.3 90.8 87.3 82.7 64.3 85.8 74.4 78.5 66.5 69.2 82.1 74.1

Authors’ soft prompts single 72.61.7 90.30 92.40.3 92.90.2 900.5 84.52.3 63.11.1 76.35.9 82.81.5 4841.5 70.27.3 606.6 64.74.4 67.99.4 62.213.8

Our soft prompts single 83.80.2 90.30 92.70.3 89.41.3 900.4 86.42 74.80.7 72.82.3 850.9 710.9 75.10.5 57.87.7 661.1 77.42.1 69.52.5

Authors’ soft prompts multi 62.17 87.70.8 90.40.3 91.11.5 89.61.5 72.11 474.2 69.40.2 76.22.1 71.70.9 68.96.2 59.64.1 347.7 65.519.7 59.97.7

Our soft prompts multi 83.50.2 900 92.40.2 90.30.9 90.10.3 81.71.2 73.62.2 69.50 83.90.6 68.20.6 750.7 51.36.4 56.49.1 84.55.5 67.14.5

Table 2: Test results of our ATTEMPT implementation compared to the results provided by authors. The
results are calculated as a mean across 3 runs. We have used Pearson Correlation for STS-B, F1 macro
for MultiRC (Multi), and accuracy for other datasets. The first two rows represent results provided by
the authors in the ATTEMPT paper.

5 Experiments and Results264

Since our replication study focuses mainly on replicating ATTEMPT results, we did not replicate the265
results provided by the prompt tuning authors; we only compared our results to source prompts provided266
by the ATTEMPT authors4. All of our experiment results and saved weights were documented in267
Weights & Biases projects, which are available online5. We are executing the experiments individually per268
configuration on a single Nvidia A10, A40, or A100. There is also a config file available for each of the set269
of experiments, we have created config files for prompt tuning, ATTEMPT single with authors’ source270
prompts, ATTEMPT single with our source prompts, ATTEMPT multi with authors’ source prompts,271
ATTEMPT multi with our source prompts. The ATTEMPT experiments set is multiplied by the number272
of dataset sets used.273

5.1 Prompt Tuning274

Better source prompt performance. Based on the results of source prompt training in Table 1,275
we can say that our source prompts are on average performing better than source prompts provided by276
authors. These results were not expected, as we followed the authors’ hyperparameter settings and only277
trained the source prompts for 5 epochs. Since we trained the source prompts only for 1 run, we cannot278
determine stability across multiple runs.279

The difference from the authors’ results may be caused by the source prompt initialization from T5280
vocabulary, which tends to increase instability as reported by ATTEMPT authors Asai et al. (2022).281
There may be also other randomness factors that we did not take into account, which may have caused the282
results to differ. Authors are also using their custom implementation of prompt which includes adapting283
and changing the original T5 code from the transformers library which may behave differently from our284
adapted CPEFT solution.285

5.2 ATTEMPT286

Better-performing source prompts over multi-task training. The results from ATTEMPT287
experiments in Table 2 show that the single-task method with our trained source soft prompt almost288
matched the authors’ multi-task ATTEMPT results in average GLUE datasets score. This leads us to289
conclude that better-performing source prompts benefit the ATTEMPT performance. However, multi-task290
training splits the number of trained parameters over all trained tasks, which makes it more efficient291
compared to single-task training and more suitable for multi-task problems. Another observation is that292
with the increase of source prompts performance, the overall ATTEMPT performance also increases. This293
can mean that if the target prompt reaches a point in training in which it outperforms the source prompt294
attention interpolation the source prompts may start to hold back the target prompt. We can also see295
that better-performing source prompts tend to increase the stability of multi-task training.296

4https://homes.cs.washington.edu/~akari/models/attempt/source_prompts.zip
5https://github.com/DisAI-Replication-Challenge/ATTEMPT#experiment-results
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GLUE SuperGLUE

dataset MNLI QQP QNLI SST-2 STS-B MRPC RTE CoLA avg. Multi BoolQ WiC WSC CB avg.

ATTEMPT single 84.3 90.3 93 93.2 89.7 85.7 73.4 57.4 83.4 74.4 78.8 66.8 53.8 78.6 70.5
ATTEMPT multi 83.7 90.1 93.2 94.3 90.8 87.3 82.7 64.3 85.8 74.4 78.5 66.5 69.2 82.1 74.1

Authors’ soft prompts single 75.4 93.9 94.6 95.5 88.9 86.3 75.3 77.2 85.9 68.6 77.3 67.4 59.6 78.6 70.3
Our soft prompts single 84.6 94.3 95.4 93.4 89.5 87.2 81.9 75.6 87.7 74.2 76.8 65.8 67.3 82.1 73.2
Authors’ soft prompts multi 75.3 93.8 93.5 95.4 88.9 80.9 60.1 68.7 82.1 68.9 75 60.2 59.6 78.6 68.5
Our soft prompts multi 84.8 94.2 92.5 87.1 88.6 78.9 77.5 68.7 84 69.4 76 64.3 63.5 85.7 71.8

Table 3: Cherry picked results of our ATTEMPT implementation - best validation results over all runs.
We have used Pearson Correlation for STS-B, F1 macro for MultiRC (Multi), and accuracy for other
datasets. The first two rows represent results provided by the authors in the ATTEMPT paper.

Stability problems across multiple runs. We have noticed training instability across multiple runs297
of ATTEMPT, especially in smaller-size datasets (less than 10k samples). The instability may be caused298
by the random weight initialization and since we did not use the seed for the weight (only for dataset299
shuffle) of the attention module, randomness factors may be another reason why our results differ from300
the authors’ results. Since the ATTEMPT authors did not provide any information about stability, we301
have chosen to select also the best validation results across all of the runs to see how the results shift.302
These results can be seen in Table 3 and are called cherry-picked results. We can see that cherry-picked303
results can increase the overall GLUE and SuperGLUE score of our ATTEMPT implementation, but304
these results do not say anything about the true ATTEMPT performance.305

The need for pre-trained attention of multi-task ATTEMPT. We were not able to match306
the results of multi-task ATTEMPT, but we suspect that one of the reasons why our implementation307
underperformed the authors’ multi-task ATTEMPT implementation is the lack of pre-training of the308
attention module. We were not able to retrieve more information about the pre-training of the attention309
module from the ATTEMPT paper, therefore we have decided to not pre-train the attention module. We310
also did not set a separate learning rate for the attention module sub-network, which may be another311
cause of why we ended up with different results.312

Overall ATTEMPT Results. Our experiments with single-task ATTEMPT achieved a better average313
GLUE benchmark score than the results reported in the ATTEMPT paper by ATTEMPT authors and314
almost matched the SuperGLUE benchmark scores. The multi-task ATTEMPT experiments did not315
achieve better results on both benchmarks and our multi-task ATTEMPT results are lower than the316
single-task ATTEMPT results. We suspect that the requirement of the attention module pre-training may317
be crucial for yielding better results for the multi-task training, since it may be harder for the attention318
module to adapt for multiple tasks from scratch. Another reason for not achieving the exact results as319
provided by the ATTEMPT authors may be the randomness factors. Our prompt initialization, data320
splits, and even the training environment (i.e. GPU, Python modules versions) were not necessarily the321
same, which may have caused differences in training.322

6 Conclusion323

In our replication study, we have successfully replicated the parameter-efficient fine-tuning method324
presented in the paper ATTEMPT: Parameter-Efficient Multi-task Tuning via Attentional Mixtures of325
Soft Prompts (Asai et al., 2022). Based on the results from conducted experiments, we have identified that326
better-performing source prompts in single-task ATTEMPT training achieve on average better results327
even when compared to multi-task training. We also discuss the stability problems that we have faced328
during ATTEMPT training and the possible need for pre-training of the attention module for multi-task329
ATTEMPT training.330

Furthermore, we would like to conduct extended experiments with ATTEMPT and investigate how331
dataset size and number of trained source prompts affect the performance of ATTEMPT. At the same time,332
we would like to investigate the transferability of source prompts trained on tasks in multiple languages333
for multi-lingual tasks. Lastly, we would like to look at the architecture of ATTEMPT and its attention334
module to investigate, whether there are other ways how to look at attentional task transferability, like335
replacing the max pooling with another transformation that retains more information.336
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